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ABSTRACT: In the postprocessing of ensemble forecasts of weather variables, it is standard practice to first calibrate the
forecasts in a univariate setting, before reconstructing multivariate ensembles that have a correct covariability in space,
time, and across variables, via so-called “reordering” methods. Within this framework though, postprocessors cannot fully
extract the skill of the raw forecast that may exist at larger scales. A multi-temporal-scale modulation mechanism for
precipitation is here presented, which aims at improving the forecasts over different accumulation periods, and which can
be coupled with any univariate calibration and multivariate reordering techniques. The idea, originally known under the
term “canonical events,” has been implemented for more than a decade in the Meteorological Ensemble Forecast Proces-
sor (MEFP), a component of the U.S. National Weather Service’s (NWS) Hydrologic Ensemble Forecast Service (HEFS),
although users were left with material in the gray literature. This paper proposes a formal description of the mechanism
and studies its intrinsic connection with the multivariate reordering process. The verification of modulated and unmodu-
lated forecasts, when coupled with two popular methods for reordering, the Schaake shuffle and ensemble copula coupling
(ECC), is performed on 11 Californian basins, on both precipitation and streamflow. Results demonstrate the clear benefit
of the multi-temporal-scale modulation, in particular on multiday total streamflow. However, the relative gain depends on
the method used for reordering, with more benefits expected when this latter method is not able to reconstruct an adequate
temporal structure on the calibrated precipitation forecasts.

KEYWORDS: Statistical techniques; Ensembles; Probabilistic Quantitative Precipitation Forecasting (PQPF);
Probability forecasts/models/distribution

1. Introduction

Probabilistic forecasting is becoming the standard practice
in hydrologic prediction, where decision-makers can benefit
from the knowledge of the forecast uncertainty to take more
rational decisions. The ensemble approach is the most widely
used approach to obtain probabilistic forecasts of streamflow,
by ingesting meteorological ensembles issued by a numerical
weather prediction (NWP) model into one (or more) hydro-
logical model(s) (Cloke and Pappenberger 2009; Troin et al.
2021). Despite great progress over the last decades (Bauer
et al. 2015), meteorological ensembles still tend to be under-
dispersed and sometimes biased, calling for a procedure
known as statistical postprocessing [see Vannitsem et al.
(2021) for a recent review of the field].

Meteorological postprocessors often follow the same two-
step architecture. First, a univariate calibration is applied to the
raw NWP ensembles at every combination of lead time, loca-
tion, and weather variable (needed for hydrological modeling),
producing a series of calibrated, univariate ensembles. Popular
methods are, nonexhaustively, the ensemble model output sta-
tistics (EMOS; Gneiting et al. 2005), Bayesian model averaging
(Raftery et al. 2005), or nonparametric techniques, such as

quantile regression forest (Taillardat et al. 2016). Second, a
multivariate reordering is performed to reconstruct multivari-
ate ensembles that are coherent in space, time, and across
weather variables, which is necessary for downstream ap-
plications such as hydrological modeling. Techniques gen-
erally used to this end are ensemble copula coupling (ECC;
Schefzik et al. 2013), the Schaake shuffle (Clark et al.
2004), or variants thereof (e.g., Ben Bouallègue et al. 2016;
Schefzik 2016; Scheuerer et al. 2017; Bellier et al. 2017).
This two-step process must, in the perspective of stream-
flow forecasting, be performed at the spatiotemporal scale
of the hydrological model, i.e., at the specific lead times
and spatial units (e.g., basins, hydrological units, grid
points) for which the hydrological model takes forcing data
as input. When embedded in this framework though, most
postprocessors are not able to fully extract the skill of the
raw forecast that exists at larger scales. This is particularly
true for precipitation, which NWP models can sometimes
predict quite accurately in terms of multiday totals, while
being slightly off in terms of spatial location and timing.

In this paper, we describe a postprocessing mechanism
that aims to extract the skill of raw precipitation forecasts at
multiple temporal scales. This mechanism, initially named
“canonical events,” traces back to the 2000s and an idea of
Dr. J. Schaake at the National Oceanic and Atmospheric
Administration’s (NOAA) National Weather Service (NWS).Corresponding author: Joseph Bellier, joseph.bellier@noaa.gov
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It has been since then embedded in the Meteorological
Ensemble Forecast Processor (MEFP), a component of the
Hydrologic Ensemble Forecast Service (HEFS; Demargne
et al. 2014) that is operationally used by the River Forecast
Centers (RFCs) across the United States for probabilistic
streamflow forecasting. It considers two types of temporal
events (i.e., periods): the base events, which are the lead
times that match the temporal scale of the hydrological
model (e.g., 0–6, 6–12, … , 42–48 h), and the modulation
events, which are temporal aggregations over multiple lead
times (e.g., 0–24, 24–48, 0–48 h). Univariate calibration is
performed not only on the base events, as in traditional
postprocessors, but also on the modulation events. Then,
the multivariate reordering step is performed in a sequential
manner, by “modulating” the calibrated values of the base
events according to the calibrated totals of the modulation
events.

In the MEFP, the methods used for univariate calibration
and multivariate reordering are the bivariate meta-Gaussian
model (Schaake et al. 2007; Wu et al. 2011) and the Schaake
shuffle (Clark et al. 2004), respectively. These two techniques
have been thoroughly described in the above literature, while
other studies (Brown et al. 2014; Demargne et al. 2014; Kim
et al. 2018) that used the MEFP are limited to summarizing
the main points. Meanwhile, the description of the canonical
event approach is sparse. Articles limit to explaining the
difference between base and modulation events, with the
exception of Schaake et al. (2007), who touch upon how modu-
lation events are incorporated into the multivariate reordering
process. We found, though, that many aspects are overlooked
or left out, and we would expect readers of this sole material
to struggle to replicate the method. In addition, none of
these studies have discussed the link that exists between the
quality of the multivariate dependence structure and the
gain brought by modulation. Despite the limited literature,
the approach seems to yield a clear benefit, as stated, e.g., by
Kim et al. (2018): “The use of the modulation events [… ] sig-
nificantly improves the predictive skill in ensemble precipi-
tation and streamflow forecasts.” In the same testbed as
described later in section 2, we have also found modulation to
greatly improve the MEFP streamflow forecasts, as Fig. 1 shows.
We can therefore wonder whether the same principle can be
used in connection with other postprocessing approaches,
where the methods for univariate calibration and multivari-
ate reordering are different from those currently used in the
MEFP.

In this paper, we formally describe the basic principle of
the canonical event approach, although from now on we will
prefer the term multi-temporal-scale modulation, as we be-
lieve it is more self-explanatory. We follow the MEFP imple-
mentation, although without the many rules for dealing with
specific cases that have been included in the original code.
This modulation method is evaluated when it is coupled with
the censored, shifted, gamma distribution (CSGD; Scheuerer
and Hamill 2015) technique for the univariate calibration of
the precipitation forecasts, as an alternative to the bivariate
meta-Gaussian model that is used in the MEFP. For the mul-
tivariate reordering, we compare the use of the Schaake

shuffle and ECC techniques, with the objective of studying
how the multivariate dependence structure interacts with mod-
ulation. The postprocessed precipitation forecast are then prop-
agated into a hydrological forecasting system, to verify that the
gain in skill on precipitation brought by modulation does trans-
late into better streamflow forecasts.

In summary, the objectives are 1) formally describe the
modulation mechanism such that users outside of the MEFP
community can replicate the method, 2) demonstrate that it
can be successfully applied to other precipitation univariate
calibration methods, 3) study the links between modulation
and multivariate reordering, and 4) quantify the gains in fore-
cast skill for precipitation, but also for streamflow. The pa-
per is organized as follows. Section 2 presents the case study
and data. Section 3 describes the methods, including the
univariate calibration method used here, the two reordering
techniques tested, and the multi-temporal-scale modulation
method. Section 4 presents the results and discusses them,
while section 5 concludes.

2. Case study and data

A set of 11 basins, which are monitored by the California–
Nevada River Forecast Center (CNRFC), is considered. Table 1
provides some relevant hydrological characteristics, while Fig. 2
displays their location. As in operational forecasting, some of the
larger basins are divided into subbasins based on elevation, leav-
ing a total of 18 subbasins for which mean areal precipitation
and temperature at 6-h intervals must be provided for hydrologi-
cal modeling.

The meteorological forecasts come from the second-generation
Global Ensemble Forecast System (GEFS) reforecast dataset
(Hamill et al. 2013). They comprise 11 members, run each day
from 0000 UTC initial conditions. Lead times up to 114 days, at
6-h intervals, are considered. The native resolution is approxi-
mately 0.58 grid spacing for week 11 and 0.758 for week 12.
However, what will be referred in this paper to as the “raw fore-
casts” (of precipitation and temperature) are the gridded refore-
casts that are spatially averaged to the 18 subbasins. A new

FIG. 1. Continuous ranked probability skill score (CRPSS)
of 3-day total streamflow forecasts generated by the MEFP
with and without modulation, in the same case study as de-
scribed in section 2.
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version of the GEFS reforecasts is now available (Guan et al.
2022), but these were not used in this study. The observed data of
mean areal precipitation and temperature are available from
the CNRFC. All data are available over the 1989–2010 period
(21 years). This will be our verification period, using a leave-
one-year-out cross validation strategy. The month of Septem-
ber, however, is discarded because of occasional very low flow
conditions that affected the hydrological simulations.

The hydrological models used in this study are the Sacra-
mento soil moisture accounting (SAC-SMA) model coupled
with the SNOW-17 snow model. They are embedded in the
NOAA Community Hydrologic Prediction System (CHPS), a
hydrological modeling platform that RFCs across the United
States use for daily operations. The CHPS can also be used in
hindcast mode for research purposes, as for this study. A hy-
drological simulation spanning the 1989–2010 period is then
run, using the observed forcing. This provides a time series of

model states that will be used as initial conditions for the
hindcasts runs, which are processed one at a time and start
each day at 1200 UTC. The hindcast procedure is fully auto-
mated with no interaction by the modeler, which differs from
real-time conditions at RFCs where manual adjustments are
made to improve both modeled watershed states and forecasted
runoff response, resulting in reduced forecast error. In our
study, to exclude hydrological modeling errors we perform the
verification against the simulated streamflow.

3. Methods

Let us first present some aspects of notation that will be
used throughout this section. The index i 2 {1, … , I} refers to
subbasins, l 2 {1, … , L} to lead times, and m 2 {1, … , M} to
ensemble members. The raw ensemble forecast is denoted by
r. This quantity must be viewed as a three-dimensional array
that writes r 5 {r1,1, … , rI,L}, where ri,l 5 (ri,l1 , …, ri,lM) denotes
the M-member ensemble at subbasin i 5 1, … , I and lead
time l 5 1, … , L. Other multivariate ensembles, such as the
forecast at different stages of the process, will be denoted by
bold letters and interpreted similarly. Table 2 helps keep track
of the notation.

We do not refer explicitly to weather variables, as this paper
focuses on precipitation. The other variable required for hydro-
logical modeling, the surface temperature, is here subject to
univariate calibration with the standard EMOS technique
(Gneiting et al. 2005). Its covariability with precipitation is
reconstructed with either the Schaake shuffle or ECC as de-
scribed in section 3b, as if it was an additional dimension to
the subbasins and lead times. No modulation is applied to the

TABLE 1. Hydrological characteristics of the 11 basins of the case study.

Basin Subbasin(s) Drainage area (km2) Mean elevation (m MSL) Mean annual flow (m3 s21)

BSRC1 BSRC1HOF 122 777 3
CREC1 CREC1HOF 1588 766 104
CWAC1 CWAC1HLF, CWAC1HUF 2391 676 25
DOSC1 DOSC1HLF, DOSC1HUF 1930 1123 42
FTJC1 FTJC1HLF, FTJC1HUF 1712 1320 17
HPIC1 HPIC1HMF, HPIC1HUF 469 2744 10
NFDC1 NFDC1HLF, NFDC1HUF 886 1331 23
PFTC1 PFTC1HLF, PFTC1HMF, PFTC1HUF 3996 2328 67
PRBC1 PRBC1HOF 1008 462 3
UKAC1 UKAC1HOF 259 447 5
WOOC1 WOOC1HOF 171 2458 3

FIG. 2. Location of the 11 study basins in California.

TABLE 2. Notation of the multivariate ensembles at different
stages of the precipitation postprocessing process.

Letter Description

r Raw ensemble
x Calibrated ensemble
x̃ Reordered, calibrated ensemble
x̌ Modulated, reordered, calibrated ensemble

(final output)
z Template ensemble used for the reordering
w Calibrated ensemble for the modulation events
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temperature forecasts. From now on, any quantity in the for-
mal description is assumed to refer to precipitation.

a. Univariate calibration

The goal of univariate calibration is to obtain, using r as input,
a calibrated ensemble that we denote by x 5 (x1,1, … , xI,L),
where each univariate ensemble xi,l 5 (xi,l1 , …, xi,lM) is reliable.
Because the procedure is univariate, we drop for this subsection
the indices i and l from the equations. The method employed
here, also described in Scheuerer and Hamill (2018), is a slightly
simplified variant of the technique proposed by Scheuerer and
Hamill (2015). It shares in common with the EMOS approach
the assumption that predictive distributions take the form of a
parametric distribution, which is here the CSGD, with parameters
mean m, standard deviation s, and shift d. We briefly describe the
method in the next two paragraphs, although the modulation
mechanism described in section 3c, which is the core of this paper,
can be applied with any other univariate calibration technique.

The procedure starts by fitting a climatological CSGD (i.e., a
distribution model for the observations), to obtain parameters
mcl, scl, and dcl. The parameters m, s, and d of the predictive
CSGDs are then related to three statistics [mean (MEANr),
mean absolute difference (MDr), and probability of precipitation
(POPr)] of the augmented and homogenized (see next para-
graph) raw ensemble, via

m 5
mcl

a1
log1p[expm1(a1)(a2 1 a3POPr 1 a4MEANr)], (1)

s 5 scl b1

����
m

mcl

√
1 b2MDr

[ ]
, (2)

d 5 dcl, (3)

where log1p(x)5 log(11 x) and expm1(x)5 exp(x)2 1. These
regression equations, which model the predictive CSGDs as devi-
ations from the unconditional, climatological CSGD, have proven
to be well suited for modeling the nonlinear, heteroscedastic be-
havior of precipitation (Scheuerer and Hamill 2015). A separate
set of climatological parameters mcl, scl, and dcl is determined for
each subbasin, time of the day (6-h period), and day of the year,
while the regression coefficients a1, a2, a3, a4, b1, and b2 are specific
to each subbasin, lead time, and month of the year. These are de-
termined by minimizing, over a training sample, the continuous
ranked probability score (CRPS, see section a of the appendix) of
the predictiveCSGDs against the corresponding observations.

As suggested in Scheuerer et al. (2017), the ensemble statis-
tics MEANr, MDr, and POPr are computed from forecasts
within a spatial and temporal neighborhood of the respective
subbasin, using a data-driven weighting scheme, with the ob-
jective to mitigate both displacement and timing errors. The
size of the spatial neighborhood is defined in the same way as
in Scheuerer et al. (2017) while the temporal neighborhood in
our study consists of the current, the preceding, and the subse-
quent lead time. Here, we calculate the coefficient of predic-
tive ability CPAs,t (Gneiting and Walz 2022) to quantify the
relative importance of each forecast grid point (s, t) within the
spatiotemporal neighborhood. The CPA can be viewed as a

generalization of Spearman’s rank correlation coefficient that is
particularly suited for highly non-Gaussian quantities like precipi-
tation amounts. Theweight of grid point (s, t) is then defined via

vs,t ~ (CPAs,t 2 mins′ ,t′CPAs′ ,t′ )2, (4)

where the minimum is taken over the entire space–time
neighborhood and weights are normalized such as to sum up
to 1. Since MEANr, MDr, and POPr are computed from an
augmented ensemble that contains forecasts at grid points
with potentially different model climatologies, the raw ensem-
ble forecasts are homogenized before calculating the weighted
ensemble statistics. Following Scheuerer and Hamill (2018),
we do this by dividing}separately for each grid point}each
forecast by the climatological mean at this forecast grid point.
The ensemble statistics are thus calculated from multiplicative
forecast anomalies instead of the raw ensemble forecasts.

The last step of the univariate calibration is to obtain discrete
ensembles from the continuous CSGDs.We here sampleM5 33
members from the CSGDs, using an equidistant quantile sam-
pling scheme with probabilities 1/(M 1 1), … , M/(M 1 1). The
choice of M 5 33 aims at representing distributions better than
with 11 members (as in the raw ensemble), while keepingM as a
multiple of 11, for a reason related to the ECC technique that is
explained in the next subsection.

b. Multivariate reordering

Univariate calibration has left us with the calibrated ensem-
ble x 5 (x1,1, … , xI,L), but the member values within each
univariate ensemble xi,l 5 (xi,l1 , …, xi,lM) are ordered based on
the sampling scheme, not following any physical principle.
The next step thus consists in “reordering” the member values
within each combination {i, l} such that it instills a specific
multivariate dependence structure on the forecast. This will
result in a reordered, calibrated ensemble that we denote by x̃.
The multivariate dependence structure in x̃ must ideally be
(i) coherent, which we define as representing in a plausible
way (for the region and climate at hand) the covariability of the
predictand across lead times and subbasins, but also (ii) appropriate
to the forecast case, as spatiotemporal patterns of the predictand
(here precipitation) may vary according to season, meteorological
situations (stratiform versus convective), etc. Different reordering
methods can bemore or less effective in reproducing a dependence
structure that satisfies these two attributes.

In this study, we compare two nonparametric reordering
methods, the Schaake shuffle, in its standard version (Clark
et al. 2004) and the ensemble copula coupling (ECC; Schefzik
et al. 2013). Before looking at their difference, we describe
their common mechanism. First, construct a template ensem-
ble z (with the same dimensions as x) with a desirable depen-
dence structure. Second, set x̃5 x, and then iterate over all
combinations {i, l} with i5 1,… , I and l5 1,… , L, permuting
the values (x̃i,l1 , …, x̃i,lM) such that

[rank(x̃i,l1 ), …, rank(x̃i,lM)] 5 [rank(zi,l1 ), …, rank(zi,lM)], (5)

with ties resolved as random. In other words, reproduce in x̃

the same rank dependence structure as in the template z.
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The Schaake shuffle and ECC techniques follow this same
mechanism; however, they differ in the data used to populate
z. In the Schaake shuffle, M historical (observed) trajectories
are selected. We here replicate the Clark et al. (2004) imple-
mentation, where these trajectories are randomly selected
from all available years, although they must start within a
14-day window centered around the calendar date of the fore-
cast. The idea of the Schaake shuffle is therefore to impose on
x̃ the rank dependence structure of past observations selected
based solely on the time of the year.

In the standard ECC, the template is the raw ensemble, i.e.,
z 5 r. The reordered, calibrated ensemble x̃ therefore inherits
the rank dependence structure of the NWP forecast, and for
that reason ECC is sometimes referred to as a “flow-dependent”
technique. In our case study, the raw ensemble from GEFS
has 11 members, while M 5 33 members have been sampled
from the calibrated distributions. To circumvent that issue and
populate z with 33 members, we consider a lagged ensemble, i.e.,
we “recycle” the raw forecasts issued one and two days prior to
the forecast date, and shift their lead times by 24 and 48 h, respec-
tively, such that the valid times match. The underlying assumption
is that meteorological patterns are generally seen several days in
advance by the NWPmodels, and so the spatiotemporal structure
in three consecutive forecasts is likely to be similar [with the ex-
ception of occasional “jumpy” situations, as described in Zsoter
et al. (2009)]. To verify this hypothesis, we have evaluated the
forecast skill of three sets of 11-member postprocessed forecasts,
all reordered with standard ECC, but using as template: (i) the
current raw forecast, (ii) the 1-day lagged raw forecast, and
(iii) the 2-day lagged raw forecast. Results (not shown)
showed that forecast skills are nearly identical between the
three experiments, which supports the hypothesis behind
our lagged-ensemble ECC implementation.

In terms of coherence and appropriateness, the two desir-
able attributes of the dependence structure, the Schaake shuf-
fle and ECC techniques provide different advantages. The
Schaake shuffle is effective regarding the coherence, as the
dependence structure is derived from observations that are
measured at the same spatiotemporal scale of the hydrologi-
cal model. However, in terms of appropriateness it limits to
conditioning the dependence structure to the season, which
can be a serious shortcoming in regions and/or seasons where
meteorological patterns vary substantially from day to day.
The ECC, as a flow-dependent method, is likely superior re-
garding the appropriateness of the dependence structure over
the Schaake shuffle, at least for the lead times where the raw
forecast has skill. However, its coherence will strongly depend
on the spatiotemporal resolution of the NWP model, relative
to the meteorological phenomenon. For instance, if multiple
subbasins lie within a single NWP grid cell, ECC will not be
able to reproduce spatial patterns that may occur on a subgrid
scale, and it will therefore instill a disproportionately strong
spatial dependence structure.

c. Multi-temporal-scale modulation

The objective of multi-temporal-scale modulation is to ad-
just the postprocessed forecast such that it retains as much

skill as possible from the lead-time-by-lead-time calibration,
while being more skillful at larger temporal scales. In the
MEFP terminology, individual lead times are called base
events, while periods of temporal aggregations (over multiple
lead times) are named modulation events. These modulation
events are fixed and must be defined ahead of time, based on
the typical precipitation patterns for the region and climate at
hand. They may overlap one another, and their duration typi-
cally increases with lead time, following the idea that the tim-
ing of precipitation is harder to forecast with increasing lead
times. Let k 5 1, … , K denote the modulation events, and for
any event k let sk be the set containing the indices l of the
lead times (i.e., base events) that it encompasses. Table 3 pre-
sents the K 5 7 modulation events that are used in this study,
which are the same that the CNRFC uses for operational
forecasting, although we have discarded those involving lead
times beyond 14 days. We briefly discuss at the end of this
subsection the rationale behind this choice of aggregation pe-
riods. However, the paper does not aim at testing the sensitiv-
ity of the forecast skill to the definition of the modulation
events, but rather to demonstrate the potential benefit of the
modulation mechanism with parameters that are already op-
erationally used.

Once the modulation events are defined, univariate calibra-
tion must be extended to precipitation accumulations over the
modulation events. The simplest way is to use the same cali-
bration method just changing the predictand, although one
can use a different method too. In this study, we reuse the
CSGD method described in section 3a, although we deacti-
vate the temporal neighborhood scheme as it is less relevant
for longer accumulation periods. While xi,l 5 (xi,l1 , …, xi,lM) for
l 5 1, … , L referred to the calibrated ensembles for the indi-
vidual lead times, let wi,k 5 (wi,k

1 , …, wi,k
M ) for k 5 1, … , K de-

note the calibrated forecasts for the modulation events. In
this subsection, subbasin indices i are left in the equations for
completeness, although the procedure applies independently
for each subbasin, and therefore the reader can overlook
them. Finally, let x̌ denote the modulated, reordered, cali-
brated ensemble that will be output, using the method de-
scribed as follows.

Because modulation and base events are defined such that
they overlap in multiple ways, adjusting the values in x̌ such
that the distributions match the calibrated distributions for all
the events (base and modulation) is an overconstrained prob-
lem. Therefore, the procedure proposes to sort all the events

TABLE 3. Modulation events used in this study.

Aggregation period

Modulation event (in hours) (in days)

k 5 1 0–72 0–3
k 5 2 36–108 1.5–4.5
k 5 3 72–144 3–6
k 5 4 108–180 4.5–7.5
k 5 5 144–216 6–9
k 5 6 216–288 9–12
k 5 7 180–336 7.5–14
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(base and modulation) according to a metric that reflects
their forecasting skill, and proceed to the adjustment of the
forecast values one event at a time, in increasing order of
skill, such that the calibrated values for more skillful events
are given more importance. This sorting is specific to each
subbasin and month of the year. In the MEFP original im-
plementation, the metric used for sorting the events is the
correlation parameter of the bivariate meta-Gaussian distri-
bution that models the joint distribution of the forecast and
the observation over the training period. Here, because a
different method (the CSGD) is used for calibration, we do
not have access to that exact same metric. As a simple alter-
native, we here use the Spearman’s rank correlation coeffi-
cient between the calibrated ensemble means and the
observations over the training period, leaving out of the
computation the pairs of zeros. The impact of the choice of
the metric used for sorting the events is discussed later in
this subsection.

The modulation of the forecast values then works as
follows:

Step 1: Using x and z, perform a standard reordering (cf.
section 3b), to obtain x̃.

Step 2: Set x̌ 5 x̃. At this point, x̌ already has a dependence
structure, so the computation of temporal precipitation ac-
cumulations over multiple lead times is meaningful.

Step 3: Iterate over the L 1 K events in increasing order of
skill, and proceed differently depending on whether it is a

• base event (indexed by l): Update the current ensemble x̌

at lead time l with its counterpart in the unmodulated en-
semble x̃:

x̌i,l $ x̃ i,l, (6)

• modulation event (indexed by k): For each member
m 5 1, … , M, proceed as follows. First, compute the
multiplicative factor

ai,k
m 5

wi,k
m′

∑
l2sk

x̌i,lm
, (7)

where m′ 2 {1, … , M} is determined such that the rank
of wi,k

m′ among (wi,k
1 , …, wi,k

M ) is equal to the rank of
∑l2sk x̌

i,l
m among ∑l2sk x̌

i,l
1 , …,∑l2sk x̌

i,l
M

( )
. Then, update the

current ensemble x̌ for all the lead times covered by the
modulation event k:

x̌i,lm $ ai,k
m x̌i,lm (8)

for all l 2 sk.
As zero precipitation is frequent, it may happen that

wi,k
m′ . 0 but ∑l2sk x̌

i,l
m 5 0, making a multiplicative modula-

tion impossible. In such cases, as an ad hoc workaround we
propose to randomly select one lead time l within sk, and as-
sign to the corresponding element x̌i,lm the entire value of
wi,k

m′ . This generally concerns cases where wi,k
m′ is low though,

so the impact on forecast skill is negligible.

In the above algorithm, following J. Schaake’s original idea,
all events are pooled together and processed sequentially,
leaving the possibility of a base event to be processed after
the modulation event(s) that comprise it, in which cases the
ensemble x̌i,l takes back the unmodulated values from x̃i,l

[Eq. (6)]. However, this is rarely seen in practice, and modula-
tion events generally happen to be processed on top of the
base events. Figure 3 shows the Spearman’s rank correlation
coefficients plotted as a function of the events, for subbasin
CWAC1HLF and the month of January. When sorting the
events based on these criteria, it is indeed observed that every
base event is ranked (and therefore processed) before the
modulation event(s) that comprise it.

As an alternative to the Spearman’s rank correlation coeffi-
cient for sorting the events, we have also tested the CRPS of
the calibrated forecasts against the observations, a metric that
takes into account the entire forecast ensemble and not only
its mean. Interestingly, while the two metrics were sorting the
base events among themselves sometimes slightly differently,
they were systematically sorting the modulation events among
themselves in the same order, but also the modulation events
and their respective underlying bases events in the same or-
der. This means that, in our case study, the base and modula-
tion events have sufficiently different skill for the choice of
the sorting metric to be impactless. Nonetheless, users want-
ing to replicate this modulation mechanism are encouraged to
verify this hypothesis in their own forecast setup, in particular
if significantly different aggregation periods to the ones de-
scribed in Table 3 are considered.

Obviously, the sequentiality of the modulation process
causes a strong dependence of the final ensemble x̌ upon the
highest skilled modulation events. Recall that processing the
events sequentially is necessary to circumvent the issue of
overconstraint that multiscale modulation necessarily raises,
when the forecast must match the calibrated distribution for
multiple temporal periods that overlap. In the context of
streamflow postprocessing, Alizadeh et al. (2020) face a

FIG. 3. Spearman’s rank correlation coefficient of all events
(base and modulation), for the month of January and the subbasin
CWAC1HLF. Bars spanning multiple lead times correspond to
modulation events. Colors are only used to facilitate distinguishing
the events.
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similar issue, and propose a solution that shares some simi-
larities with the one described here, although they do not
allow ensemble values for a given lead time to be modu-
lated more than once. Both rules can be considered as heuris-
tic, and despite lacking a strong scientific basis they have the
advantage of being very straightforward to implement. As po-
tential improvements, one could try to solve the overconstraint
modulation problem numerically, by finding a solution that
minimizes the total amount of violation of the constraints, for
instance. This avenue is left for future research.

The definition of the modulation events is another aspect
that would benefit from improvements. At the CNRFC, the
objective was to define the events based on local weather
knowledge, including typical storm duration and lead time
forecast skill. Multiple sets were developed using this knowl-
edge, and had their resulting streamflow hindcasts evaluated.
Ultimately, the final set was selected based on two criteria:
(i) it could be explained in terms of important periods of pre-
cipitation forecast skill aggregation, and (ii) it provided stable
results without noticeable discontinuities at modulation event
boundaries (minimizing the amount of overlapping modula-
tion events). No extensive research has been conducted to
find a process that optimizes the definition of these events,
and this represents a clear avenue for future studies.

Finally, it is important to understand the role played in this
method by the template ensemble z. In Schaake et al. (2007),
modulation is described as embedded within the Schaake
shuffle, but we show in this paper that it can be coupled with
any reordering approach, just changing z. This template z in-
stills a specific temporal structure in x̃ (step 1), which will di-
rectly affect the computation of the temporal accumulations
∑l2sk x̌

i,l
m, and thereby of the multiplicative factors ai,k

m (step 3).
If z is “inadequate” with respect to the forecast temporal pat-
tern, the multiplicative factors will be far from one, and as a
result the univariate ensembles in the final forecast x̌ may dif-
fer substantially from the univariate ensembles that were ob-
tained via calibration. It is also worth mentioning a subtle
difference that exists between the modulation algorithm de-
scribed here and the original MEFP implementation. At step
2, x̌ is here initialized with x̃, while it is initialized with z in
the MEFP. We believe our approach makes more sense, as
the sequential processing of the events begins with an ensem-
ble x̌ which, unlike z, is already calibrated in terms of both
forecast distribution and dependence structure. Therefore,
the temporal accumulations computed in Eq. (7) will more
likely be closer to the calibrated values for the modulation
events, resulting in multiplicative factors ai,k

m that are closer to
one, and therefore which modify the forecast values to a
lesser extent. But again, in practice, modulation events are al-
most systematically processed after the underlying base
events, so this subtle difference of implementation has virtu-
ally no impact on the final forecasts.

d. Verification methodology

Verification of the modulated and unmodulated forecasts is
conducted over the 21 years that the 1989–2010 period con-
tains, using a cross-validation setting where the forecasts for

every given year are postprocessed using the 20 remaining
years as training. The quantitative evaluation is conducted for
both precipitation and streamflow, using two verification met-
rics, the CRPS and the Brier score (BS). For ease of interpre-
tation, these two scores are turned into skill scores, the
CRPSS and the BSS, considering the climatological forecasts
as reference. Forecasting schemes are compared two at a
time, and the statistical significance of differences in skill is as-
sessed using paired, stationary bootstrap (Politis and Romano
1994). In the charts, the 5th and 95th percentiles of the boot-
strap distribution of the difference in skill score are plotted in
addition to the nominal values, and whether or not this interval
captures the zero line provides an indication of the statistical
significance (at the 10% level) of that difference. Equations of
the scores and details about the computation of the confidence
intervals are given in the appendix.

Four levels of verification are conducted, by computing the
CRPSS and BSS on forecasts of various quantities, with dif-
ferent objectives in mind:

• Level 1: CRPSS of the forecasts of precipitation at individ-
ual lead times and subbasins, with the objectives of (i) veri-
fying that univariate calibration is effective, by comparing
to the raw forecasts, and (ii) quantifying the impact of mod-
ulation on the univariate ensembles.

• Level 2: CRPSS of the forecasts of precipitation accumu-
lated over 24 h and all subbasins of a given basin, with the
objective of quantifying the effect of modulation on spatio-
temporal rainfall totals, which are meaningful for hydrolog-
ical modeling.

• Level 3: BSS of the forecasts of mean daily streamflow at
individual lead times and basins, for two thresholds that
correspond to the 90% and 99% quantiles of the simulated
streamflow, with the objective of quantifying the benefits of
modulation in a high-flow forecasting context.

• Level 4: CRPSS of forecasts of 3-day total streamflow at in-
dividual basins, with the objective of quantifying the bene-
fits of modulation in a hydroelectricity or water supply
forecasting context.

Skill scores are averaged over the 11 basins (except at level 1
where it is averaged over the 18 subbasins). At levels 3 and 4,
the streamflow forecasts are verified against the simulated
streamflow. All skill scores represent the forecast performance
over the full year (except September, cf. section 2), as seasonal
stratification (not shown) did not provide useful insights.

The reliability of the modulated and unmodulated forecasts
is also assessed, using rank histograms. We here show rank
histograms of univariate precipitation for base and modula-
tion events, as well as 3-day total streamflow forecasts, for a
few selected lead times.

4. Results and discussion

a. Benefits of univariate calibration

Before turning to the other components of the postprocess-
ing (reordering and modulation), we verify that the univariate
calibration of the precipitation forecasts with the CSGD
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technique is beneficial, by comparing the calibrated ensembles
to the raw GEFS forecasts in a univariate framework (level 1),
for the base events first. The results in Fig. 4 show that the fore-
cast skill is, as expected, largely improved by calibration, and re-
mains positive until approximately 10 days (240 h) in the
forecast horizon, while the raw GEFS loses skill starting approx-
imately 6 days (144 h). In terms of reliability, Figs. 5a–c show
that a known shortcoming of the raw GEFS, the underdisper-
sion of its members, is well corrected by calibration. Nonethe-
less, we observe in the calibrated ensembles a slight tendency to
underestimation, increasing with lead time, which materializes
with the very right bins of the histograms that remain overpopu-
lated. This issue, which concerns the right tail of the distribution
rather than the central tendency, is presumably due to a nonper-
fect fit, in our case study, of the CSGDs with the conditional dis-
tributions of the observation given the forecast statistics.

Finally, we look at the reliability of the raw versus cali-
brated forecasts for modulation events (Figs. 5d,e). Similar

findings are observed, namely, a good calibration overall al-
beit a slight tendency to underestimation in the right tail. This
demonstrates the versatility of the CSGD method for correct-
ing most deficiencies in the raw ensemble at different tempo-
ral scales of aggregation.

b. Comparison of the Schaake shuffle versus ECC
without modulation

Figure 6 depicts the skill of the unmodulated forecasts reor-
dered with either the Schaake shuffle or the ECC technique,
at the level 2, 3, and 4 of verification (at level 1 the unmodu-
lated forecasts are identical). When looking at the CRPSS of
spatiotemporal precipitation aggregates (level 2), ECC out-
performs the Schaake shuffle, with a gap that narrows as lead
times increase and the raw forecasts lose skill. A gap is also
visible on streamflow (mostly on 3-day total streamflow, i.e.,
level 4), although it takes a couple days to establish because
of the strong autocorrelation of streamflow. Other studies
(Bellier et al. 2017; Scheuerer et al. 2017) have also found the
superiority of ECC over the Schaake shuffle on both precipi-
tation and streamflow. It is important to remember though
that the performance of ECC will depend on the spatiotempo-
ral resolution of the NWP model with respect to the scale of
the hydrological model. In our case study, the spatial resolu-
tion of the GEFS reforecasts is quite coarse with respect to
the size of the basins, causing a lack of spatial coherence com-
pared to the Schaake shuffle. However, ECC instills a more
appropriate temporal dependence structure, which appears
here to be sufficient to outperform the Schaake shuffle. Since
upgrades in forecast systems generally come with finer spatial
resolutions (as with the more recent GEFSv12 reforecasts),
we hypothesize that the gap in skill between the Schaake shuf-
fle and ECC in many case studies will increase in the future.

c. Effect of modulation on the univariate forecasts

From now on we focus on the core of this paper, the effect of
multi-temporal-scale modulation. To begin with, we look at how
modulation impacts the univariate ensembles of precipitation

FIG. 4. Comparison of the raw GEFS forecasts vs the CSGD cali-
brated ensembles, at the level 1 of verification. The shaded area
represents the uncertainty of the difference in skill score between
the two forecasting schemes and must be interpreted in relation to
the zero line, see text in section 3d and section d of the appendix.

FIG. 5. Rank histograms of the (top) raw GEFS and (bottom) CSGD calibrated ensembles of precipitation, for all subbasins, and for
(a)–(c) three selected base events and (e),(f) two selected modulation events. Note that the number of forecast cases on which the histo-
grams are built may vary, as cases with all members plus the observation equaling zero are discarded (they do not carry any useful infor-
mation about reliability).

J OURNAL OF HYDROMETEOROLOGY VOLUME 24666

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 07/19/23 05:22 PM UTC



(level 1). Figure 7 depicts the CRPSS of the modulated forecasts
reordered with either the Schaake shuffle or ECC, compared to
the unmodulated forecasts. It is seen that modulation deterio-
rates the univariate precipitation forecasts to a larger extent

when it is coupled with the Schaake shuffle than with ECC. This
finding can be explained as follows. The Schaake shuffle, unlike
ECC, imposes on x̃ a temporal structure that is not conditioned
on the predicted weather situation. As a consequence, precipita-
tion accumulations over multiple lead times in x̃ are potentially
quite different from the accumulation values that have been ob-
tained via the calibration for the modulation events, values to-
ward which they must be “pushed” via modulation [Eq. (8)].
Multiplicative factors will therefore take values further away
from one, causing a more substantial modification of the original
precipitation forecast values, and thus a loss of univariate
CRPSS. This hypothesis can be verified on Fig. 8, which depicts
the averaged multiplicative factors for each of the modulation
events, and where it is indeed found that factors are further
from one with the Schaake shuffle than with ECC.

One can also notice in Fig. 8 that with both reordering
methods the multiplicative factors are greater than one, espe-
cially when lead times increase. By plotting in Fig. 9 the

FIG. 6. Comparison of the reordering methods Schaake shuffle vs ECC without modulation, at the (left) level 2, (center) level 3, and
(right) level 4 of verification. The shaded area represents the uncertainty of the difference in skill score between the two forecasting
schemes, and must be interpreted in relation to the zero line, see text in section 3d and section d of the appendix.

FIG. 7. Comparison of the unmodulated vs modulated forecasts,
reordered with either (top) the Schaake shuffle or (bottom) the
ECC, at the level 1 of verification. The shaded area represents the
uncertainty of the difference in skill score between the two fore-
casting schemes, and must be interpreted in relation to the zero
line, see text in section 3d and section d of the appendix.

FIG. 8. Multiplicative factors averaged over all dates, subbasins,
and members, for each of the modulation events (horizontal bars)
and with the reordering methods Schaake shuffle and ECC. Colors
are only used to facilitate distinguishing the events.
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averaged difference between the ensemble mean and ob-
served precipitation (i.e., the bias), we observe that the cali-
brated ensemble mean tends to underestimate precipitation,
but modulation mostly corrects for this bias, hence the multi-
plicative factors greater than one. However, modulation
struggles to correct for the bias after day 9 (216 h), which hap-
pens to correspond to a modulation event boundary. This dis-
continuity is presumably due to a nonoptimal definition of the
modulation events, as we have discarded for our study the
events defined by CNRFC that extended beyond 14 days, but
without refining the retained ones such that they “end”
smoothly with the end of our forecast horizon. While this is-
sue could have probably been reduced by an adjustment of
the modulation events to our forecast setup, it illustrates an

intrinsic limitation of the method, which is the discretization
of the modulation events that does not allow for a seamless
adjustment of the forecasts, as discussed in the conclusion.

Figure 10 finally depicts the rank histograms of the univari-
ate ensembles without and with modulation (using either the
Schaake shuffle or ECC), in order to assess the effect of mod-
ulation on the reliability of the univariate ensembles. Interest-
ingly, we notice that, despite the correction of the ensemble
central tendency as shown in Fig. 9 by the reduction in the
bias, modulation has a limited effect on correcting the under-
estimation in the right tail of the distribution, an issue dis-
cussed in section 4a. This finding demonstrates that multiscale
modulation is not a miracle add-on component that will com-
pensate for any issue in the univariate calibration whatsoever.
Rather, it suggests that the effects of modulation for stream-
flow forecasting, which will be quantified in the next subsec-
tion, should persist in the case where an alternative method to
the CSGD would achieve a perfect calibration of the univari-
ate ensembles. A further study that compares the relative
gain of modulation with various univariate calibration meth-
ods would, however, be necessary to verify that hypothesis.

d. Benefits of modulation for streamflow forecasting

After having studied the effect of modulation on univariate
precipitation, we look at the benefits of modulation in the per-
spective of streamflow forecasting, by integrating the multi-
variate dependence structure into the evaluation (levels 2, 3,
and 4 of verification). Figures 11 and 12 depict the skill scores
of the unmodulated versus modulated forecasts when reor-
dered with the Schaake shuffle and ECC, respectively. When
coupled with the Schaake shuffle, modulation proves to be
highly beneficial on the three levels of verification, although
the gain is particularly noticeable for 3-day total streamflow.

FIG. 9. Difference of the ensemble mean and the observed pre-
cipitation, averaged over the verification period and all subbasins,
for the unmodulated forecasts and the modulated forecasts reor-
dered with either the Schaake shuffle or the ECC.

FIG. 10. Rank histograms of the univariate ensembles of precipitation, (top) unmodulated and modulated using either the (middle)
Schaake shuffle or (bottom) ECC for reordering, for all subbasins, and three selected lead times.
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One of the main shortcomings of the Schaake shuffle for
streamflow forecasting, namely, to instill an unconditional
temporal dependence structure in the forecast and thereby to
misestimate the precipitation accumulations over multiple
lead times, thus appears to be corrected, at least partially, by
the modulation mechanism. With ECC (Fig. 12), the benefit
of modulation is still visible, but the relative gain is smaller.
As discussed in section 4b, in the setup of our study the main
strength of ECC is a good appropriateness of the temporal
structure, and therefore the method has less room for im-
provement by a modulation mechanism that concerns tempo-
ral scales only. The perspective of including spatial scales in
the modulation mechanism will be discussed in the conclusion.

The rank histograms depicted in Fig. 13 show that modula-
tion improves the reliability of 3-day total streamflow forecasts,
when either of the two reordering methods is used. This im-
provement in reliability appears much greater than in the case
of univariate precipitation (Fig. 10), and this again demon-
strates that modulation acts primarily on multi-temporal-scale

aggregates. Nonetheless, with both reordering methods the mod-
ulated 3-day total streamflow forecasts remain slightly underdis-
persive. The reason can presumably be found in the temporal
dependence structure of the reordered precipitation forecasts,
which in both cases slightly underestimates the temporal correla-
tions as a result of the high proportion of zero precipitation val-
ues in the template z, as discussed in Bellier et al. (2017).

Finally, we compare in Fig. 14 the two reordering techni-
ques when modulation is activated. Interestingly, the Schaake
shuffle and the ECC now appear to perform almost equally
well, while there was a clear gap when modulation was not
used (cf. Fig. 6). However, if modulation allows here to close
the gap between the two reordering methods, we cannot gen-
eralize to stating that all reordering methods will perform
equally well after modulation is activated, as this is case-study
specific. For instance, in a context where the spatial covari-
ability of the precipitation processes across the basins is better
resolved by the raw NWP forecast (with, e.g., a finer spatial
resolution of the model), it is expected that ECC maintains an

FIG. 11. Comparison of the unmodulated vs the modulated forecasts when reordered with the Schaake shuffle, at the (left) level 2,
(center) level 3, and (right) level 4 of verification. The shaded area represents the uncertainty of the difference in skill score between the
two forecasting schemes and must be interpreted in relation to the zero line; see text in section 3d and section d of the appendix.

FIG. 12. As in Fig. 11, but when reordered with ECC.
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advantage over the Schaake shuffle, even with modulation
activated.

5. Summary and conclusions

This paper has focused on a simple multi-temporal-
scale modulation mechanism that can be embedded in the

postprocessing of precipitation ensemble forecasts, with the
objective of improving the forecast skill for accumulations
over multiple lead times, a highly relevant quantity for stream-
flow forecasting. This mechanism has been present for more
than a decade in the MEFP, the meteorological postprocessing
component of the HEFS, although it had never been the sub-
ject of a peer-reviewed publication, and users were left with

FIG. 13. Rank histograms of the 3-day total streamflow forecasts for all basins and three selected lead times (as 3-day windows) for (first
row) the unmodulated and (second row) modulated Schaake shuffle and the (third row) unmodulated and (fourth row) modulated ECC.

FIG. 14. Comparison of the reordering methods Schaake shuffle vs ECC, with modulation, at the (left) level 2, (center) level 3, and
(right) level 4 of verification. The shaded area represents the uncertainty of the difference in skill score between the two forecasting
schemes, and must be interpreted in relation to the zero line; see text in section 3d and section d of the appendix.
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material in the gray literature. In this paper, we have formally
described the method, not as an inner part of the MEFP but as
a distinct component of precipitation postprocessing that can
be coupled with any univariate calibration and multivariate re-
ordering technique. We hope this can help users outside of the
HEFS community to replicate the method or implement a sim-
ilar mechanism.

Verification was conducted on 11 Californian basins, with
modulation coupled with the CSGD method for univariate
calibration, and with either the Schaake shuffle or the ECC
technique for reordering, with the objective of studying the in-
teractions between modulation and reordering. Benefits were
quantified using four levels of verification, which not only
focused on the precipitation forecasts but also on the resulting
streamflow forecasts. Overall, modulation was found to
greatly improve the streamflow forecasts, although with a rel-
ative gain that depends on the method used for reordering.
Larger benefits were found when the Schaake shuffle is used,
compared to when ECC is used. This was explained by the
difficulty of the Schaake shuffle to correctly predict precipita-
tion accumulations over multiple lead times, because of an
unconditional temporal structure. The flow-dependent ECC
technique had less room for improvement on that aspect,
hence the smaller relative gain. From the results of our study,
we can therefore infer that modulation is expected to be most
beneficial in setups where (i) the dependence structure of the
predictand is situation specific (i.e., it varies from day to day)
and (ii) the method that is available for reordering is not able
to effectively condition the dependence structure upon that fore-
cast situation. Furthermore, the fact that the gains are noticeable
on temporal aggregates but are negligible at the univariate level
lets us hypothesize that modulation remains beneficial with most
if not all univariate precipitation calibration techniques, as long
as the conditions i and ii above are fulfilled. More work is needed
to extend the analysis to other calibration methods, and also to a
more diverse set of basins, in particular in other parts of the
country where heavy precipitation is dominated by shorter time
scales (e.g., convective precipitation).

While the mechanism described here concerns temporal
scales only, there appears to be no technical constraints to an
adaptation to spatial scales as well. What was here defined as
“modulation events,” the aggregation periods that comprise
multiple lead times, could be extended to spatial aggregations
over multiple subbasins, with a similar sequential modulation
process that relies on the sorting of the events. However, keep-
ing the same framework will still involve the arbitrary process
of defining the events, as well as selecting a metric for their sort-
ing. While this multiscale mechanism is simple yet skillful, we be-
lieve there is room for improvement on less heuristic approaches
that capture in a seamless way the multiscale dependencies of
forecasts, for instance using Fourier or wavelet transforms.
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APPENDIX

Verification Scores

a. Continuous ranked probability score

Consider, for a given predictand, a verification sample
containing N pairs of forecast/observation. For each fore-
cast case n 2 {1, … , N}, let Fn be the univariate forecast
distribution and yn the verifying observation. The continu-
ous ranked probability score (CRPS) is defined as

CRPSn(Fn, yn) 5
�1‘

2‘
[Fn(u) 2 H(u 2 yn)]2du, (A1)

where H is the Heaviside step function such that H(u 2 yn) 5 1
if u $ yn and 0 otherwise. When forecasts are in the form of
ensembles, Eq. (A1) is discretized for computation, using the
empirical distribution function form of Fn (Hersbach 2000).
The average CRPS over all forecast cases is then

CRPS 5
1
N
∑
N

n51
CRPSn: (A2)

b. Brier score

Consider a binary event that corresponds to the ex-
ceedance of a specific threshold, and for each forecast
date n 2 {1, … , N} let pn be the predicted probability as-
signed to this event (determined from Fn), while on is the
observed outcome (0 or 1). The Brier score (BS) is de-
fined as

BS 5
1
N
∑
N

n51
(pn 2 on)2: (A3)

In this study, we compute the BS for two different thresh-
olds that correspond to the 90% and 99% quantiles of the
simulated streamflow.

c. Skill scores

For ease of interpretation, the average CRPS and the
Brier scores are turned into skilled scores, noted CRPSS
and BSS, respectively, and defined as

CRPSS 5 1 2
CRPS

CRPSref

, (A4)

BSS 5 1 2
BS
BSref

, (A5)
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where CRPSref and BSref are the average CRPS and the
Brier score of a reference forecast dataset, respectively. A
skill score of 1 corresponds to perfect forecasts; a skill score
of 0 indicates that forecasts perform only as good as the
reference forecasts, and negative values indicate forecast
performances lower than the reference ones. In this study,
the climatological forecasts systematically serve as refer-
ence. These are 50-quantile ensembles drawn from the
21-yr observation record, and specific to each subbasin,
time of the day (6-h period) and day of the year (using a
30-day moving window).

In this paper, skill scores CRPSS and BSS are averaged
over the 18 subbasins when the predictand is precipitation
at individual lead times and subbasins (level 1), or over the
11 basins when it is space–time aggregate of precipitation
(level 2) or streamflow (levels 3 and 4).

d. Confidence intervals

Bootstrapping is used to quantify the uncertainty in the
skill score computation that arises from the finite length of
the verification sample. We here describe the method for
the CRPSS, but the same applies for the BSS. Because we
are interested in this paper in comparing competing forecast
models (or schemes) two at a time (say M1 versus M2),
and because the performance of both models on a given
day are related to the meteorological situation on that day,
the verification sample is bootstrapped in a paired setting,
with a common resampling structure between the two mod-
els. Let b 5 1, … , B denote the bootstrap replications, with
B 5 1000 in this study, and for any b let sb be the set con-
taining N dates randomly selected from the full verification
period (1, … , N), as per the chosen bootstrap method (see
next paragraph). For each bootstrap replication b, we first
compute CRPS

*
M1,b, CRPS

*
M2,b, and CRPS

*
ref,b, the CRPS

of M1, M2, and of the climatology, respectively, averaged
over the dates in sb. Then, we calculate the skill scores
CRPSS*M1,b and CRPSS*M2,b, and average them over the lo-
cations (subbasins or basins, depending on the predictand
at hand). Finally, we compute the difference in skill be-
tween M1 and M2:

DCRPSS*b 5 CRPSS*M1,b 2 CRPSS*M2,b: (A6)

Repeating this process for b 5 (1, … , B) we obtain
(DCRPSS*1, …, DCRPSS*B), a bootstrap distribution of the
difference in skill between M1 and M2, from which we
can compute the 5th and 95th percentiles. In the charts
(Figs. 4, 6, 7, 11, 12, and 14), the interval in between these
two quantities is plotted as shaded area, and must be inter-
preted in relation to the zero line. If it excludes zero, the
difference in skill score between the two competing model
M1 and M2 can be considered as statistically significant.

Because the data to resample exhibit temporal correla-
tion, we here used the stationary bootstrap (Politis and
Romano 1994) which, rather than randomly selecting indi-
vidual dates to form sb, picks blocks of consecutive dates
and concatenate them to form pseudo time series of size N.
The stationary bootstrap differs from other block bootstrap

methods in that the lengths of the blocks are random sam-
ples from a geometric distribution with prescribed mean L,
while the positions are random samples from a uniform dis-
tribution over the timeline. This has desirable properties in
terms of stationarity of the pseudo time series (Politis and
Romano 1994). In case of spatial correlation, the concept of
blocks must also be extended to the space domain. Here,
given the relative proximity between the locations, we as-
sume a perfect spatial dependence, which is equivalent to
considering a single spatial block. In other words, the se-
lected (blocks of) dates are, in every bootstrap replication
b, identical for all locations. Finally, to define the average
block size L we use the formulation proposed Politis and
White (2004) (and corrected in Patton et al. 2009), which
determines the optimal value based on the correlogram of
the data to bootstrap. In our case though, the temporal
time series to bootstrap is multivariate (two models M1
and M2, plus multiple locations), while a unique L is re-
quired. We therefore apply Politis and White’s (2004) for-
mulation to each univariate time series and take L as the
average of all values.
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